Catalizing practical and responsible Al for all.

The Consultation
Summary For
UNESCO’S
Recommendations on
the Ethics of Artificial
Intelligence

A N @creative I
commons



@creatlve
commons



)

@

Global

¢

¢
& RQUXGIMRQ 6 XP P DU IRUS1( 6&2 WV
5 HFRP P HQGDWRQV RQ WH ( WILEV Rl $ UAILELDO

, Q@) HOFH

+ RAMG RQ- X® B\ $, * ®EDO

$ JHQED |RU& ROVXGEMRQ

BTIRMRK 4PIREV] ¢ E Q
&VMIJ MRXVSHYGXMSR SJ WIWWMSR
&VMIJ MRXVSHYGXMSR SJ TEVXMGMTERXW
€
&VIEOSYX WIWWMSRW ¢ E Q
4EVXMGMTERXW HMZMHIH F] WIGXSY FYWMRIWW ERH EGEHIQME

*For both groups, we will facilitate as lightly as possible to listen as much as we can. The high-level
questions we will use to the guide the discussion will be:
-J XLIWI VIGSQQIRHEXMSRW EVI EHSTXIH F] KSZIVRQ¢RX PEVKI MRXI\
SVKERMA"EXMSRW J[LEX EVI XLI MQTEGXW SR ]SYV SVKERM"M"EXMSR#
;LEX EVIEW GEYWI XLI QSWX GSRGIVR JSV JSY# ¢cLEX EVI ]SY QSWX I\C
-W XLIVI EHHMXMSREP MRIJSVQEXMSR GPEVMX] ]SY [8YPH PMOI XS W
ERH WTIEO EFSYX GIVXMIMGEXMSR TVSKVEQW [LEX MQTEGX HS
SVKERMZTEXMSR#
ERH WTIEO XS KSZIVRERGI ERH SZIVWMKLX GETEGMX] ;;LEX WLMJ
TVSKVEQQMRK [MXLMR ]SYV SVKERMA"EXMSR HS ]JSY JSVIWII# -W XLMW
WYTTSVX [SYPH [SY VIUYMV I #

'PSWMRK 4PIREV] Eg Q TQ
&VMIJ WYQQEV] SJ IEGL FWEOSYX HMWGYWWMSR
4PIREV] HMWGYWWMSR SR ¢SPMG] %GXMSR

SYIWXMSRW JSV GSRWMHIVEXMSR
(S ]SY EKVII [MXL XLIWI VIGSQQIRHEXMSRW#
yLEX GLEPPIRKIW HS ]JSY JSVIWII MJ GSYRXVMIW EHSTX ER %- IXLMGW
; LEX EHHMXMSREP GSRWMHIVEXMSRW GPEVMX] [SYPH ]SY BMOI XS WI

*SV TYVTSWIW SJ XLMW GSRWYPXEXMSR [I [MPP JSGYW SR XLI VIGSQC
TVMZEXI KSZIVRERGI ERH XLI MQTEGX XLEX XLIWI VIGSQQIRHEXMSRW |
FYWMRIWW ERH;IHYGEXMSR
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- ORS[ XLEX WSQI SJ ]SY EVI EPVIEH] EHETXMRK ]SYV FYWMRIWW SV ]S
FIWX TVEGXMGIW WS [I VI PSSOMRK JSV[EVH XS LIEMWMMRK JVSQ WSQI S

+MZIR XLEX XLIVI EVI SZIV VIGSQQIRHEXMSRW [I [MPP JSEYW SYV H
ERHg

‘I [ERXIH XS OIIT XLMW GSRWYPXEXMSR WQEPP WS XLEX [| €SYPH LEZI
TSWWMFEPI ,S[I1ZIV MJ ]SY JIIP XLIVI EVI SXLIV ZSMGIW [LS ]8Y XLMRO
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6XPPDY R' MAXWRQ

7KH IRFXV R KLY FRQUXGEMRQ Z DV RQWH GRZ Q WHDP [P SDRW R \WHVH UHFRP P HQCDURQY RQ
VP DOR P HAXP M} HG EXVICHWHY DV Z HODV HOXFDIRQSWRIUP PIQ) . DQG+ LIKHU
( GXFDURQ

© HIRFXVHG SUP DU RQ\WH UHFRP P HQEDURQY UHDWG \R JRYHUDQFH VSHFLLED® \WRVH
UHFRP P HQGDUIRQY UHDWIG R FDXY | RUSUYDWM DQG SXETF UHI XOWRY 1WDP HZ RUW . H \WHP HV DUH
ER\HQGRZ QE\ JHQHIDORYHDOKMHP HY IRBZ HGE\ FRP P HQW VSHALLE R EXVIGHW DQG
HOXFDIRQ

.H\ 7KHPHV *HQHUDO

& OULFDIRQ RQ WH URBI R WH GREXP HQADQG WH RYHWATKVWKDV8 1 ( 6&2 Z RXG O\H W
KDYH RQWH P SBP HQEMRQ R WHVH UHFRP P HOGDWRQY + MRUED® 81 ( 6&2 GG
LQUIDYHV VXFK DV \WH 8 QYHWDO HFEOUMRQ RO YARHKIEY DQG + XP DQ5 LKW KDYH BIG\R
1P SRUBQAHI XOMRQY DV Z HODV 1P SBP HQBMRQ SUDPWFHV VXFK DV IQGHSHQGHQNHYILZ
ERDUBV $ FRP SDUDE®I DRIYIW Z RX@G JR D BQJ Z D\ \R DGYDQRH \WH FXUWHQANADM R HWLEV
1Q$, DWD J@EDOBIYHO

0 DQ R \WH UHFRP P HQEDVRQY DUH CRRQD UHIDQARQ P HP EHUMIBAMY EXVDOR SUYDWM
FRUSRIDIRQY DFDGHP [E IQAMAMRYY QRQ SURIW DQG FYIOVRAHW DRRY  DCGMRGDAFOUMY
RQ\WH URB! LOMEODUWRCDARU DQYJ DIRQY VKRX@ SO\ 1Q SURYIGIQ) RYHWAT KVIR HQVXUH \WH
HIHAYH [P SBP HQBMRQ R \KHVH DPURQY

6\WRQ FROMHQUXV IRUGFHDVHG$, * RYHDQRH ,QJHQHIDO DOHFRP P HQEDIRQY
UHOMQY \R JRYHUDGFH UHIXOMRQ DQG FHWMEDMRQ VKRX@ EH AHQI \WHCHG R XVH \WH
AIRQJ HVWDIQI XD H SRME®! $ CAMRD®  Z KIBI Z H VXSSRWKHVH UHFRP P HQEDIRQY

J UHDMUF@UMY DURXQG Z KDVIVSHV Rl UHI XOMRQY FHMUEDMRQY DQG \WH P HIKDQWP V\R
RYHWHHWHP VKRX@ EH IQFOIGHG ) RUH DP S®I \WH QHHG |RUD FHWMFDURQ RUABIQEDG
IRUDQS, HKIFV SURHWIRCDOVKRX@ EH D SURUMV DV WH [P SBP HQBMRQR! P DQ. R \WHVH
UHFRP P HQEDIRQY Z I@EH EDVHG RQIQFUHDVHG NQRZ BIGIH Rl HKILEV DQG \WFKQREBJ\

5 HOWG WHUH Z DV \WRQJ VXSSRIWRUWH IGHD Rl FHUMEDIRQR! $, VA VP V/ \R HQUXUH
FRP SDUDELDV DQG TXDOV DWXUDQFH JBED® + RZ HYHU WHUH Z DV VLI QUIEDQAFRQAHD
\KDVWAIHVH UHJ XOMRQY DQG FHIMEDMRQ SURTUDP V DUH WMMMG Z W \WH SHRS®I Z KR Z LQEH
EXIOIQ) XMIQJ DQG P DIQBIQQ) WHVH W VMP V' 0 DQEDRY JRYHWDQRH P HRKDQWP V DUIH
IP SRMBQADQG QHHG R EH GRQH SURSH® DV VXFK WP H P X\WWEH GHAFDMG | RUIQSXWDV

Z HODV [P SBP HOPMRQ (J DQHZ WHIXOWY FRQFHSWADQ EH UHBIDVHG DV D EHVW
SUDPWFH FROUXEMG \MMMG DQG UHYIVHG LQ DGYDQFH R EHFRP IQ) P DQEDWRY ( VSHAD®
IRUWH P RAWWFRQIRYHWADAWXHY $V VXK GlLIHHQABIYHY VKRX@ EH HABEQVKHG EDVHG
RQUWN

6 WRQJ HUHP SKDVIY UHTXIUHG RQ WH URBI DQG XVH Rl GDWW DQGKRZ. VW XVHG 1Q$, A P V/



https://en.unesco.org/themes/ethics-science-and-technology/bioethics-and-human-rights
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$ QUHFRP P HQEDMIRQY VKRX@ EH FBDURQ Z KDVWKH GHMUHG REMIPRYH IV DV \KH
[P SBP HQIMRQ Z LOYDY JUDW® VHYHIDCAR \WH UHFRP P HQEDMRQY FRX@ XVH P RUA
SUHFMRQ
7KHIGD R P XGQVAVASTEDY WINHKRTHY WDWDUH GRNQJ DV, 1P SOP HQBMRQY LV NH
\R BQJ WP VXFFHW £ D IUDP HZ RUN IRUZ KDWKDWBRNY @\H VKRX@ EH D SDWR! \WH
HWLEDGS , J XIGHTRHV Z 1\ DELOV \R 2DFFHW H SHW HDMO + \KHVH VKRX@ VSDQ
HOXFDIRQ JRYHUP HOADQG LOGXAN VKRX@ EH FBVHD MG 3RTR $FIRQ
EXWORW/XFK DV HFABEQKIQ) JRYHEDQRH P HAKDQVWP V IRUS , HWLEV [RUMH
RUDQ] DIRQ EXWRUS , SURIHVWIRQD® SUDPMRCHY/
| 8 QEHIAMIQAQ) KRZ $, DQG SDMEXOWD 0 / DORUKP V WRKQTXHV DQG
P HWRGRBJ IHV DIH GHMIQHG GHYHBSHG RSP IVHG DQG DSSTHG DW/FD®! R
DFKIHYH EXVMIGHW REMPIYHV
| &DQVHBIPWDQG XVH DSSURSUDM \ATMYMFDCP HKRGY IRUVDP ST GMUEXWIRQ
DWHWP HQAEIDV DQG HURU
| 8 QEHABQGY'S, DG SDWEXOWD 0 / SUREGP \WIKFMUQ) P KRGV DQG FDQ HYDODW
Z KIEK P HKRG IV P RADSSURSUDW [RUBXVIGHW QHHGV
| $SSOHV WRURXY VAHQME P HKRGREI IHV WURXI K H SHUP HQBOGHMIQ
H SRR P RGHE DQG K\ SRIKHVY WM \R UHDFK UREXVWARQFOIVIRQY DQG FDQ
H SDIQKRZ WRVH DUH UHDFKHG \R LOMIDIDQG H \MEDOAIN-KRTHY
1 HHG R HQUXUH WWHVH UHFRP P HQEDMIRQY KDYH HQRXJ K VSHFLLEW \IR DYRIG EHQI XVHG IRU
HWLEV Z DVKIQ)

.H\ 7TKHPHV % XVLQHVYV

$ QHZ UHFRP P HQEDMIRQ RQ WH QHHG IRUVP DIWWIHI XOMRQ VKRX@ EH IGFOIGHG 6P DW
UHIXOMRQ [CFOAQ) UHI XOMRQ\WWDVWKDV EHHQ FRQVXEMG \MMG DABZ VWP H IRUSURSHU
IP SBP HQBMRQ DQG \WDWY YDODE®! \R [P SBP HOMNY QHHGHG
7 KHUH DUH DOHDG. HWIEV UHYLHZ V Z WIQ EXVIGHW SUDFUFEHY \WDWDUH QRAVSHALIE \R $, W/
QRWFBDUKRZ \WHVH UHFRP P HQEDMRQY Z IOEH VXSSRWMG B\ \WHVH H MITY SUDRIFHY RULL
QHZ JRYHUDQFH Z LOEH UHTXIWHG 5 HARP P HQGDMIRQY FRX@ DFNGRZ BIGI H WHVH H, DI
JRYHDQRH P HRKDQWP V DQG B! DERXVWNH GHHG R H SDQG RQ\WWMHP \R IQFOGH BRNQ)
DVWAWLEV DV WHOWA \R \KH [P SBP HOBMRQR! $,
7 R HQUXUH WH FRP SDUDELDV DQG FRP SDMEIOW R HKMIFDCS , DFIRW GlLIHIHQAGRP DIQV DQG
UHJ LRQV DFURW \KH Z RS W/ [P SHUDWYH \R KDYH FODU XQGHIABIQEDE®! [P SBP HQUE®!
DQG P HDVXUDE®! BQEDUGY %XMGQHWHY DUH DOHDG. \WIQNIQJ DERXWHWILEY [Q \KHU
SWDRIFHV + RZ HYHU \WHUH IV QR FODUJ XIGDQRH RQ Z KDWY DFFHS\DE®!
& OUH WIQEDUBY Z LOKHS \R XQGEHYABQG Z KDWI DSV 1Q WHUSUDRIFHY H MAVR \KDVRH
FDQ DAWWWHULX®N DQG SUDRIFHY DQG KIUH IRUGHZ. VNOVHW LL BHTXIWHG
W QRWFBDUZ KR \WH DXAHQFH IV RULL IV WH \VDP H DXAHQFH IRUD@R! WH
UHFRP P HQGDIRQY $V VXFK IVZ LOFH P SRUUQWR IQFOIGH D UHFRP P HQEDIIRQ UHDWG \R
\WH GHYHBSP HOVFRP P MRQQI DQG GHS® P HOAR QHZ WIRKQRBJ IHV Z KIFK LOFGGHV
| \WDQUHUVAHQME NQRZ BIGI H IQR EXVIGHW FRQOM W
| HQIQHHUM APV \KDWP HHVWAMDWAI LIE EXMIQHW REMPIYHY DQG
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| P DQDIH WH DGRSVMRQR \WFKCRBJI\ DQG P D P IVH W YDOH DFURW ARDWMI LE
EXVIGHW XQW

0 RUH HP SKDVY RQ HGXFDIIRQ WDIQQ)  DQG XSVN@Y 1Q EXVIHW VKRXG EH IQFOGHG
$ CARCDIDWHQIRQ QHHGV R EH SDIG\R KXP DQDXRQRP \  IGFOIAQ) KRZ @7V DQG
SUDRIFHV | RUWH DGYDQRHG DGRSIRQR! $, VKRX@ SRMQID® EH FROMDICHG DQG
DXWHQIFDMG R XQGHYABQG \WHUIP SDRWRQKXP DQV (J KRZ Z I@KXP DQ RYHWAIKW
IQFOAQ) KXP DQ 1Q WH RS EH SRME®I! 1Q WH IXWXUH Z KHQ KXP DQWDIQQ] R SDMFXOU
\DVV LV GIDAFD® UHGXFHG
$, IV EHQI XVHG LQ KHDEX FDUH DWDQ H SHAWMG UDW FROVGHUQ) KHDAK FDUH URXICHD
GHDO Z W YXQHUDE®! SRSXOMRQY KHDIK FDUH SURIHVWMRQD® QHHG R EH LQFOGHG [Q WH
UHYLZ R'$, A\ VAMP V ) RUD@S$, VROMRQY \WDWP SDPVSDIHQN \WH HTXLYDBIGR, R D
SDHQNKHDEN DGYRFDWM VKRX@ EH FROVXEMG

.H\ 7TKHPHV (GXFDWLRQ

$ORUNP QMDA Z LOQHHG\R EH IQFOIGHG 1Q \WH HGXFDURQDOA WP 1URP JUDGH VFKRROR
JURZ D IHHIMRQR! $, QAWM FKIGUHQ R EH VXFFHWIXCZ W HKIEDOP STFDMRQY
FROVGHHG IURP D\ RXQJ DIH 1Q RUBHUR LQJ UDIQ IVWQ RXUFXEMUA

6 \WAHV R \WH [P SDPWRQ EUDIQ FRI QUIRQ GXH \R WH XVH R $, VKRX@ EH XQGHWENHQ

' HYHBSP HQASHALLIE GHIWHH SIRIDP VRQ $, ( WIFV  QHHG DFDGHP IF IQAMARQY \R
SDUZHUWR GHYHBS DQG P SBP HQWV

& HMMEDVRQ SURIUDP V [ RUIQGELYIGXDY DV 2& HWMHG ( \KIEDCS, 3 IDAMRCHI  FRYHUQJ DUHDV
R 2 DWW HQIQHHUQ) W@ Q3 URGXFW HYHBSP HQAWND DQG %XMGQHW 6 N@' IRU

$ WYFIDQ QMM HQFH 3 UR HWIRCDY EH DYDIDEG

3 URIWDP V DQG FRXWHV Z KIEK VHHN VR WDIQ FRP SXUQ] VAHQRH AXGHQN DERXVWKIEY DUH
1Q SOFH IQAMMRQY VHH 1 <8 /5 HVSROVE®!' DM 6 FIHOFH FRXWH

( \KIEV FRXWHV H IMWEXVWKH. DUH QRS HDUHG \RZ DUBV \WH IQMYHRAIRQ R \MFKQRBJ\ DQG
HKEV $V D UHVXOWKHVH FRXWHY QHHG \R EH XSCDWG Z W \KHVH QHZ 1P SHIDIYHY DQG
FROVGHIMRY IQP 1QG

\WZ LOEH [P SRUDQWR FRIFWELHHQAXVH FDVHY IRUMMG. R EH GRQH @RN.QI DWRHVH
DMAXHV IURP - GLLIHHQNSHWSHRYHY

P SRUBQWFRQVUGHIDIRQY [RUIP SOP HQIY \WHVH UHFRP P HQEDMRQVY 1V \KDVWKHUH DUH

WL QUEDQAYDUDGFHY DFIRW HYHY XQYHWAW 7KLV IV Z K\ ABIQEDUBY DUH 1P SRUDQIR
HQUXUH WDWX®N \KDWDUH P SRVHG UHJ LRQD@ DUH FRP SDUDE®! 0 HP EHUMIBAMY QHHG \R
\DAH KLY UHI IRQDOYIHZ. LR DFFRXQADV WHVH WIFKQREJ LHY @\H DOP RGHQ \WWMRKQR®I IHV
DQVFHQG UHI IRQDCERXQEDUHY $V VXFK P HP EHUMIBAMY VKRXG FRVGHUIGFOEQ) WHVH
IDPRY IQXSFRP LQJ FXWEXGP SDQQQ)

$GPLQLVWUDWLYH )HHGEDFN

© KI®I Z H UHFRI Q) H DQG DSSUHADM WH IRWP DWR 81 ( 6&2 GREXP HQBMRQ J LYHQWH
EWHDON R WY GREXP HQADQG WH DXAHQPHV Z KR Z LGFRQVXP H MAXSSBP HQBO
GRFXP HQIBMRQ Z RX@ EH EHCH IFIDOIQFOAQ)  EXWIRMP MG \R


https://arxiv.org/abs/1912.10564
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R $ \DEGIR FROMQN IQGH DQGARIRDY R \MPV

R 5HRP P HQEDIRQV E\ DXAHQFH DQG\RSIE WLV FRX@ DOR UHGXFH UHGXQEDGAHV
\KURXJ KRXVH GREXP HQW) RUH DP S®! \WHUH DUH VHYHIDCP HQIRQY UHDWIG R
HQYILRGP HQBAP SDFW DV D UHVXOR $, WURXJ KRXVWKH GREXP HQW

R &RQUGHUDOR DEEQ) D FKDWGAEDIWDP WP HZ RIN \WRXJK P RGHAG\WMDIY) KRZ
YDOHV SUGASBN UHFRP P HQEDIRQY DQG SRIF DPURQY UHDW R HDFK RIKHU

R WDV QRNMG\WDWRP HR \WH UHFRP P HQEDWRQY Z HIH YHY GHVBABIG DQG RKHLY
Z HH KL KHUBIVHOP RUH DD SUGAS®! RUFRQFHSWDOBIYHOS$ VXP P DU Rl YDOHV
SUGQFISBV KLIK GIYHOHFRP P HQEDIRQY DQG DPIRQY Z RXG@ EH D KHSIXXZ D\ \R
RU DQLJ H \WH GRAXP HQMWR EH P RUH FBDURQ WH REMIPYHV

R 5HIXOWY DQG.JRYHUDGFH UHFRP P HQEDIRQY DUH R JHQHDCY KIFK RSHQ WH
GRRUIRPHMIEV Z DVKIQ) *

" 7KHRUJDJ] DIRQR WH GRAXP HOMQFOGEQ) \WH NH \WHP HV FRX@ EH VWIHDP @HG IRU

JUHDMUFOUN DQG HP SKDVIY RQ DRIRQ RUHQMG UHFRP P HQEDIRQY

6SHFLILF UHFRPPHQGDWLRQV E\ UHFRPPHQGDWLRQ QXPEHU

5  &OU\ \KDAS, DRRY ICFOIGH FRP P HIRDCRU DQ} DURQYY EXVIGHWHY

5  KHQQAMQ VSHALE QHHGY SBDVH FRMMGHUDGAQ) VH JHQGHUIGFOAQ

/| * %74

5  5HFRP P HQEDMRQ VKRX@ EH SIRSRMRQDOFRMGHU 2 E 7KH$, P HKRG

FKRVHQ P XW\RWQ UQJ H RQ \WH | RXQEDMRQDOYDAHY FDSWUHG LQ KLY GRAXP HOW

F 7KH$, P HKRG P XWWEH DSSURSUDM \R \WH FRQM WRI W XVH

5 6XEWMBI VKRX@ EH EMWHUDD QHG Z WK \WH FRFHSWMPKCREBJ\ VKRX@ VHYH

KXP DQV DQG KHS \WMHP 1BXUMK

5 5 5 5 7KVIVDQH DPS®IR DUHFRP P HQEDMRQ Z KIEK LV YDU XH DQG

Z @FH QLIEXOWR [P SBP HQADQG SRMQID® XQ\WH UNR FUDWQ) DAGMRDO

FRQXVIRQ DQG RWHUIDRRY Z KIFK Z [GGHDRWURP WH NH REMPYHV ) RUS

VSHALIFD® \WH FRFHSWR KXP DQDIHQR DQG WIFKQREJ IHV SRMQIDOHAEMRQY

RQKXP DQV FRX@ EH P RUH H STAMY DAGLHWWHG IQ\KLY UHFRP P HQEDIRQ

5 : HZRXGUHFRP P HQGP DNQJ WY OQIXDIH RQI HU IQAMDG R VD) IQJ

SVKRX@ FROVIGHUI RYHUDGRH  Z H Z RX@ HQFRXUDI H IWWR UHDG 2P HP EHUMBAMY

VKRX@ GHMP ICHWH JRYHEDGFHR $, VWPV~

5  3®DVH DGGQVDEIMV\R WH QMR EIDVHV

5 $CAMRD® ZHUHFRP P HQG P DQEDI QAMG FRP SDQHV \R KDYH DQ

LQEHSHQEHQWS, ,Q 3 WDRWH ( \MIEV & RP P IWH  DVWERDLE BIYHIDV Z HODV

IXQRIRGDORB VXFK DV 1 HZ < RUN &MV $ ORUKP V0 DODI HP HONDOG 3 RTF\

2 |IIEHU

5  QFOGHWH QHHG\R DGG HWIEV IQR HGXFDIRQ FXWEXGP V ,P SRUBQAKDN
DV Z HODV KLI KHUHGXFDURQ DUH WIQN.Q) DERXVWKH HWIEDCFKD@BIQ) HV \KDV ,

SRVHV

5  3GDVHFROUGHUDGAQ) DWKH HQG 3KRZ $, A VWP V DUH EXIOVDQG Z KDW

HWLEDOPKD@IQI HV DQG WDGH RV KDYH EHHQ FROVUGHUHG DQG DAGHWHG”



https://www1.nyc.gov/assets/home/downloads/pdf/executive-orders/2019/eo-50.pdf
https://www1.nyc.gov/assets/home/downloads/pdf/executive-orders/2019/eo-50.pdf
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$SSHYA[ $

5

3 ®DVH IQFOGH DFFHW \R I LlCDQRDOHYIEHV

3R $PIRQ  + VKRXG EH VSONQR IW FROAMHEDWW UHVSROUELDN
DFFRXQIELDI DQG SUYDR  $ @MUHH DUH [P SRUBQIWHQRXI K \R KDYH WHURZ Q
VHAIRQ DQG SRIF. DRIRQ ( DFK R \KMHVH VHPMRQY FRX@ LQFOIGH DEAMRGDOGHIO
RQWH NH REMPIYHV $ VSUHVHQAP RAWIHFRP P HQEDUMRQY DUH DVWIKH J HQHUDO
SUGQAS®I BIYHO

5

81(6&2 VKRXEG BDG\WH QVFXVWIRQ DUIRXQG \WH GHILQUIRQ DQG DERSVRQ
R QHZ KXP DQUIKW IQWH FRQM WR $,

5 7KH5,*+772' 6&/2685( 5*+772 % ,1)250(' KRZ
RQHIV DI LV XVHG KRZ \MFKQRBJ\ IV GHYHBSHG DQGKRZ. IV P SDRUY
IQAYIGXDY FRP P XQUHV \KH VRAENY DQG \WH HQYILRQP HOW

TKH5* +7 72 +$9( $ &+2,&( 237 287 ZKHKHIR XVH \WMFKQRBI\
IRUH DP S®I IRUH] DP S®! [QWWH FROMQAR DX\RP DWG GHFMRQP DNQJ
WH VKRX@ EH DEGI R FKRRVH \R LOMDPWZ W D KXP DQIQAMDG DQG LD
EH DE®I \R P HDQQJ IX@® SDWFASDM LQWH HFRQRP \ DQG VRAHW

7KH5,* +7 72 5(' 5( 66

TKH5* +7 72 ' $7$ $* (1&< RQHIVRZQCDW DI ZH JHQHDM DV ZH
J R DERXWQ RXUQYHV VKRX@ EH FROVGHUHG RQHIV SURSHW

3 ®GDVH FRMGHUDGAEQ) \WH W WKH IRGZ 1Q) W WDI\MURXWRP HV R $,

VWPV 3Z KHHULIQMQIRQDARUXQQMQIRQDO

5

+ HDAON FDUH SUDPMRQHY VKRX@ EH IQFOGHG [Q WY QAR SIRHWIRQV DV $,

LQ KHDAK FDUH LV IQFUHAED P SRMIQADQG SRVHY FROVGHIDE®! HKLEDOFKDOIQ) HV
9 0 RQWUQ) DQG HYDODWRQ+ DAG3R SRIFHV RUPRI UHFRP P HQGDIRQY

" IWHPW HHGEDANTURP 8 QYHWAW R $ GHUID

University of Alberta’s Al4Society Feedback on

UNESCO’s recommendation on the Ethics of Artificial Intelligence

$, YW ' D

Eleni Stroulia - stroulia@ualberta.ca

Carrie Demmans Epp - demmanse@ualberta.ca

Nidhi Hegde - nidhih@uablerta.ca
July 31, 2020

The first mention of the word “data” is on page 2 and then on page 4, at which point the term
Al appears more than 30 times. Given their tight relationship between the data and machine
learning, a core element of Al, and given the many activities that take place under the umbrella
of “data science” the framing should be revisited to more strongly communicate the
document’s commitment to the ethical collection, management and use of data.


https://unesdoc.unesco.org/ark:/48223/pf0000373434
mailto:stroulia@ualberta.ca
mailto:demmanse@ualberta.ca
mailto:nidhih@uablerta.ca
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The statement about a global normative approach (p. 3, para. 1) seems to conflict with some of
the aims of the Content, Recognizing, and Conscious paragraphs on page 2. At a high level,
there is a fundamental conflict between normative approaches and those that recognize
aspects of diversity and the needs of specific peoples and contexts.

$, IQWH®RS
Organizations that use Al for their processes should disclose this fact.

" Db 6 KHHW

The use of data sheets (as explained in https://arxiv.org/abs/1803.09010) should be considered
and recommended. The authors advise “that every dataset be accompanied with a datasheet
that documents its motivation, composition, collection process, recommended uses, and so on.
Datasheets for datasets will facilitate better communication between dataset creators and
dataset consumers, and encourage the machine learning community to prioritize transparency
and accountability.”

Such an approach would speak to
1. Explainability - by helping link outcomes to input data
2. Transparency - by clarifying the data used and its collection protocols, linking the
collection to end-user license agreements
3. Trust - by documenting that data collection and curation processes cover a
representative sample of the population

0 RGHO&. DUV

Policy action 3 point 57 is important. Model cards for model reporting (as introduced in
https://arxiv.org/abs/1810.03993) should be recommended. The authors of Model cards
advocate for the adoption of model cards that are “short documents accompanying trained
machine learning models that provide benchmarked evaluation in a variety of conditions, such
as across different cultural, demographic, or phenotypic groups” ?”and intersectional groups”
... “that are relevant to the intended application domains.” The intention is to detail the model
performance characteristics, features for which model performance may vary, and metrics such
as bias, fairness, and inclusion considerations.

Model cards are meant to be a complement to datasheets for datasets and are meant to
accompany trained machine learning models. They address issues of transparency and
trustworthiness and are a step towards responsibility checks or ethics labels.

$ORUWP 6 HYLFH VSHFLLFDWRQV
With respect to documentation of Al algorithms/services, the document should consider
advocating for
1. the reporting of performance metrics, potentially developing guidelines on the
appropriate metrics for different types of algorithms;
2. the publication of test suites demonstrating the functionality of the algorithm/service in
different scenarios, including normative and borderline cases; and


https://arxiv.org/abs/1803.09010
https://arxiv.org/abs/1810.03993
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3. the continuous reporting of the above metrics and updated test suites, when the system
is capable of learning which would imply that it evolves throughout its lifetime.

QMODWRQDA DAWRQ

The document recognizes that “globally accepted ethical standards can play a helpful role in
harmonizing Al-related legal norms across the globe” but it could go beyond this and advocate
for a body with the mandate of continuous alignment and harmonization of relevant
regulations across jurisdictions. Such a body could also consult organizations with international
operations so that they can comply with all relevant jurisdictions.

7 IDQVSDUHOR\

Policy Action 10, point 93, is an important idea. However, testable levels of transparency will
depend on who needs to understand. What is transparent to some with a CS background is
different from what would be transparent to a nurse, a server, a child, or someone with a
learning or cognitive disability. | think it would be good to address this issue explicitly. The
current view is too simplistic.

7 WDQVSDUHOR DQG,3

Transparency and IP are fundamentally at odds with each other; a balance is always difficult to
strike and a potential avenue would be an independent organization that would serve as an
escrow service for all requires specifications, including datasheets, algorithm performance
metrics and test suites, etc.

$, DQG SHRS®!

I.1.c discusses the ethical questions related to Al’s impact on people and interactions between
Al and people. However, it doesn’t raise the ethical considerations involved in the development
of Al, which is a major oversight. The existence of these concerns is suggested through Il.4. and
other subsections that talk about design/development.

3UYDR

Policy action 11 point 98 is important. The recommendation should go beyond privacy by
design which readily applies to new Al systems and services. Audits of existing Al systems and
services to ensure well-defined privacy levels are achieved should be strongly recommended.

&RQVXP HU3 LIRMFWRQ

It should be recommended that the role of Consumer Protection offices be expanded to include
Al systems and services that include algorithms and fully serviced products. Consumer
protection offices were initiated to prevent physical harm to consumers from products. In
considering Al systems a corresponding definition of harm should be created that speaks to
non-immediate, non-physical harm that may have long term and society-wide implications.
Just as reputational harm was introduced for protection against defamation, such a definition
of a harm that may result from Al systems should be carefully considered by legal and public
policy bodies. The definition should allow harm to be demonstrated and widely understood.
This action is separate from governance, in that it confers more power to consumers of Al
systems.
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1 Introduction

We applaud UNESCO for taking this monumental step to creating a global instrument to ensure that
continued explorations of Artificial Intelligence (Al) technologies and systems built using Al are ethical,
transparent, explainable; that they are fair, inclusive and bias-free; and that they are used for good -- to
help individuals, nations, societies and the humankind to flourish.

We are also grateful to Al Global for including us in the consultation on the draft of the UNESCO
document. Our comments are below. They are divided into two sections: general and detailed feedback.
The document concludes with a brief introduction to Info-Tech Research Group and the analyst who
produced this response.

Questions and feedback are welcome. Please direct them to Natalia Modjeska at
nmodjeska@infotech.com.

2 Info-Tech Response Research Group to UNESCO Consultation on
Recommendation on the Ethics of Artificial Intelligence

2.1 OVERALL/ HIGH-LEVEL COMMENTS

This is a well-research, comprehensive and timely document that draws from, and summarizes, many
previously issued similar documents as referenced. It is very informative and educational. However, as
an industry analyst working with governments and organizations of all sizes and from all verticals, the
two big questions that are outstanding are as follows:

1. What are the next steps? How are these recommendations going to be implemented? Or at
least, by whom, as | expect it to take a while. Who will be overseeing and coordinating this effort
at the global level?

2. Many of my clients will look at Al ethics as a burden. (Some of them, in the financial services for
example, are still busy implementing regulations that came out of the 2008-09 financial crisis.) It
takes time, money and resources to implement new policies, frameworks, etc. What’s in it for
them and how will ethical Al be enforced?

UNESCO should lead the discussion around definition and adoption of new human rights in the context
of Al:
" The RIGHT TO DISCLOSURE/ RIGHT TO BE INFORMED (how one’s data is used, how technology is
developed and how it is impacting individuals, communities, the society and the environment);
" The RIGHT TO HAVE A CHOICE/ OPT-OUT (whether to use technology for example, for example
in the content of automated decision making; they should be able to chose to interact with a
human instead) and still be able to meaningfully participate in the economy and society;
" The RIGHT TO REDRESS.


mailto:nmodjeska@infotech.com
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" The RIGHT TO DATA AGENCY: one’s own data/ data we generate as we go about in our lives
should be considered one’s property.

UNESCO should consider encouraging member states to establish Al ethics oversight bodies — or
leverage existing ones similar to FDA for drugs and medical devises (in the USA), NHTSA (USA, for
highway and automotive safety), etc. There are also various existing bodies in financial services,
insurance, etc. whose mandate is safety of humans and of the economy, and they know their space. Al is
permeating every aspect of our lives and business, so perhaps rather than regulating Al in general, we
should regulate Al technologies in banking, insurance, healthcare, etc. separately, building on existing
frameworks, policies, governance, and oversight. Even controversial technologies such as Facial
Recognition (FRT) or sensitive such as NLP/ speech technologies can be of high value, safe and ethical in
many use cases and they should be regulated contextually.

UNESCO should encourage member states to involve their national Offices of Privacy Commissioners (or
encourage to create them) in shaping their national regulatory and legal frameworks. These Offices
already have many time-tested tools that can be leveraged in the context of Al, especially to ensure
privacy of data use as input to train Al systems.

In general, the draft document could benefit from:

A table of contents, index and dictionary of terms.

Consider also adding a chart/ diagram/ framework/ though model illustrating how values,
principles, recommendations and policy actions relate to each other.

A summary (visual?) of values, principles, high-level recommendations and actions would be
helpful too.

2.2 DETAILED RESPONSES TO RECOMMENDATIONS

Page 4: Consider including Asilomar Al principles: https://futureoflife.org/ai-principles/ signed by
1,677 Al/ robotics researchers and 3,662 others.

Page 5 Al definition: Consider adding: 1) speech and language technologies including chatbots and
virtual/ digital assistants; 2) video, image, motion and face technologies; 3) RPA, IPA, cognitive
automation; 4) predictive analytics

Page 5: Regarding Al systems challenging human’s special sense of experience and consciousness -
George Dyson writes in his 2012 book “Turing’s Cathedral” that "Facebook defines who we are, Amazon
defines what we want, and Google defines what we think". See also Amnesty International report
“Surveillance Giants: How the Business Model of Google and Facebook Threatens Human Rights”:
https://www.amnesty.org/en/documents/pol30/1404/2019/en/

R 3: Clarify that Al actors include commercial organizations/ businesses


https://futureoflife.org/ai-principles/
https://www.amnesty.org/en/documents/pol30/1404/2019/en/
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R 12: This needs a stronger language conveying that any discrimination etc. is not acceptable. Rather
than saying that “Discrimination and bias, digital and knowledge divides and global inequalities need to
be addressed”, consider using “must be prevented, proactively disclosed and actively managed when
discovered”.

R 13: When listing specific needs, please consider adding sex/gender. | am glad you specifically call out
women and girls, but there are also people who are LGBTQ.

Header above R 23: Should it say “For human and environment flourishing”?

This section: Rather than using noun phrases as headers, use prescriptive sentences, e.g., “Al systems
should benefit, not harm humans and the environment”, “Al systems should have human oversight”,
etc.

R 25: This is a very vague and rather general recommendation.

R 26: “The choice of an Al method should be justified in the following ways: (a) The Al method chosen
should be desirable and proportional to achieve a given aim; (b) The Al method chosen should not have
an excessive negative infringement on the foundational values captured in this document; (c) The Al
method should be appropriate to the context.”

What is meant by Al method? Btw, a glossary would be great as an appendix. “Desirable” by whom? The
key idea here is that it should be proportional. Statements (b) and (c) could be made stronger as follows:
“(b) The Al method chosen must not infringe on the foundational values captured in this document; (c)
The Al method must be appropriate to the context of its use.”

R 27: The title of this recommendation (principle) does not align with the text for 26. The text speaks to
accountability, so it should be separated into a separate principle or reworded. Also, recommendation
26 needs stronger wording. Legal and ethical responsibility for an Al system and consequences of its
research, design, development, deployment, use, etc. always reside with a physical person or legal
entity.

R 27: As mentioned above, this needs a separate header along the lines of the following: technology
should serve humans and help them flourish.

R 28: Alternative wording for this principle, instead of “sustainability”: Al should not harm the
environment.
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R 30: We need NEW human rights because of the enormous threat from Al. See Amnesty International
report “Surveillance Giants” and Shoshanna Zuboff’s book “Surveillance Capitalism”. Here are some new
human rights to consider: RIGHT TO DISCLOSURE/ RIGHT TO BE INFORMED (how one’s data is used, how
technology is developed and how it is impacting individuals, communities, the society and the
environment); RIGHT TO HAVE A CHOICE/ OPT-OUT (whether to use technology for example, for
example in the content of automated decision making; they should be able to chose to interact with a
human instead) and still be able to meaningfully participate in the economy and society; RIGHT TO
REDRESS. Finally, one’s own data/ data we generate as we go about in our lives should be considered
one’s property, and | don’t know whether this can be enshrined in human rights, but we need to address
DATA AGENCY.

R 32: Needs to be unpacked and language strengthened. For example: add impacts and risks (below in
UPPER CASE): “Public awareness and understanding of Al technologies, THEIR IMPACTS AND RISKS, and
the value of data should be promoted through education ?” There needs to be a separate principle on
HUMAN AGENCY which states that Al systems should not restrict, weaken or replace human agency.
Individuals should continue having capacity to exercise judgement and act without undue influence from
Al systems. Any influence from Al systems on human judgement, norms and values, and actions —
whether direct or implicit — must be proactively declared, acknowledged, reviewed and accepted by the
society prior to developing and deploying such systems and by individuals using them. Al systems should
not be designed in such as way that they modify human behaviour without explicit consent — no
nudging.

R 34: Stronger language needed: rather than saying “governance should consider ?”Approaches to Al
governance encompass self-regulation, certification, hard governance ?” All of them need to be in place
— organizations should self-govern, and member states should also govern, regulate and oversee Al
systems and actors, just like we do we drugs/ medicines, medical devises, car safety, etc.

R 35: Please add disability to the list of biases.

R 36: please replace “It may also include insight into factors that impact ?” with “especially into factors
that impact ?”

R 45: We also need mechanisms — and member states should create them — to address reported
inequalities.

R 46: Yes! But how? The recommendation is good but vague.

ACTON GOAL Il (header) is really not about impact assessment but Al systems impact on labour,
individuals, the society, economy, culture and the environment.
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Policy Action 3 header needs to add impact on humans and human right and fundamental freedoms in
addition to social and economic impacts.

R 55: please add the following at the end: “and protect individuals’ human rights and fundamental
freedoms”.

Policy Action 4 (header): why are culture and the environment lumped together? They should be
separate sections. Also, please add “Addressing” to “Impact on Culture ?”

R 61: What is meant by “negative implications such as reduced pervasiveness of rare languages”? Do
you mean endangering? Threatening continued existence of rare languages?

R 75: Please consider adding at the end: “how Al systems are built, and what ethical challenges and
trade-offs have been considered and addressed.”

R 80: Why not also financial services, insurance, employment? People can’t flourish if they don’t have
access to opportunities in life, and financials are one of them.

R 83: Please add at the end: “and in the absence of technical solutions, which alternative mechanisms
could be used”.

R 91: Again, application domains should include financial services, insurance, etc. Access to
opportunities such as loans and insurance is a path to prosperity. Also, please consider additional
dimensions for transparency and explainability: 1) scope and scale of the Al system: is it specialized,
niche, or impacting millions? 2) degree of automation and whether the humans are in the loop, over the
loop, outside, etc. Regarding feasibility: we should not be constrained by technical feasibility, and we
should aim for explainability even if this means compromising on accuracy and business benefits. This is
what many of my banking clients are doing: they use regression rather than neural nets, even if accuracy
is a bit lower, because they can explain to their customers and auditors what the algorithm is doing.
Moreover, we should adopt a broader view of explainability than explaining the data, the algorithm, the
process, etc. If decisions are made by humans on the basis of algorithmic output, we also need to
encourage organizations (or, rather demand) to explain how their employees made these decisions.

Policy Action 11 — should really be split into its constituent parts: responsibility, accountability and
privacy. All three are important enough to have their own section and policy action!

R 94: Please consider adding the text in UPPER CASE: “Member States should review and adapt, as
appropriate, regulatory and legal frameworks to achieve accountability and responsibility for the
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content and outcomes of Al systems, WHETHER INTENTIONAL OR UNINTENTIONAL, at the different
phases of their lifecycle.”

R 98: Please consider adding a separate recommendation along the lines of this: “Members states are
encouraged to involve their Offices of Privacy Commissioner to oversee all aspects of privacy in the
context of Al systems, Al agents, Al platforms, and legal, ethical and regulatory frameworks.” Many OPCs
already have the time-tested tools; they just need to expand their mandate to include Al, at least when
it comes to input data (easy).

For ethical oversight of Al systems’ consequences and outcomes, we should perhaps encourage states to
establish oversight bodies — or leverage existing ones similar to FDA for drugs and medical devises (in
the USA), NHTSA (USA, for highway and automotive safety), etc. There are also various existing bodies in
financial services, insurance, etc. whose mandate is safety of humans and of the economy, and they
know their business. Al is permeating every aspect of our lives and business, so perhaps rather than
regulating Al, we should regulate Al technologies in banking, insurance, healthcare, building on existing
frameworks, policies, governance, oversight, etc. Even controversial technologies such as Facial
Recognition (FRT) or sensitive such as NLP can be of high value and they should be regulated
contextually.

R 101: The world needs better protection of people’s data. UNESCO would be the right organization to
lead a global initiative to harmonize privacy approaches, global GDPR-like.

V. Monitoring and evaluation — add “of policies” or “of recommendations”

3 About Info-Tech Research Group

Info-Tech Research Group is one of the fastest growing full-service research and analyst firms in North
America, serving more than 40,000 IT and HR professionals. With offices in Canada, the United States,
and Australia, Info-Tech offers pragmatic analyst insights and actionable tools to IT departments from
world-class organizations such as NASA, New Balance, Spotify, and the United Nations. Info-Tech
Research Group’s divisions include McLean & Company, myPolicies, and SoftwareReviews.

Our data-driven programs enable IT leaders to objectively measure success, develop an impactful IT
strategy, and systematically improve performance year over year.

Each year we invest millions of dollars in our library of best-practice tools, templates, training materials,
and step-by-step methodologies that are proven to accelerate projects and transform IT departments.
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For over 20 years, our team of 100+ world-class analysts has been coaching members though their most
challenging projects and largest technology selection decisions.
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&HIMEFDWRQ SURIUDP P H IRUIQAYIGXDY DV 3& HWMHG ( \WIFDGH, 3 IDRMRQHU FRYHUQJ DUHDV R 3 DWW
HQIICHHUQ) W@ @3 UIRGXFW HYHBSP HONNQ DQG Yo-MOHW 6 N@' [RUS$ WMFLIDQ QM@ HQFH
3 IRHWIRCDY EH DYDIDE®!

$, SIDRAMRCHY QHHG R SURDRIYHD Z RUN Z MY DQG VXSSRWRW DQ] DMRQDOABNHKRCGHY/ \RR GHYHBS
DSSURSUDW SROHHY  SURFHW DQG SUDRFHY W SUHYHQAKCQHWIEDOWVXHY DUMQJ TURP \WH GHMJQ
CHYHBSP HQNVGHS® P HOADQG P DQDIHP HOARI $, SURGXFW DQG VHYIFHY

4 ' R\RXDIUHZ IW WHVH UHFRP P HQGDWRQV"

3RQN , ZRX@ DOR SXVK IRUP DQEDWY QAMG FRP SDQHV R KDYH DQ IQGHSHQGHONS, ,Q

3 WDRWEH ( WIEV &RP P WH DWERDLG BIYHOO DQ. FRP SDQIHV GR KDYH DQ ( \WIEV FRP P IWiH EXW
\WH IRFXV IV QRARQ$, ( WLEV EXWRQ J HQHUDARU DQYJ DURQ HKEV DQG YDOHV DQGWH. GR QRW
GHIQHWH RBIR XVHR $, IQWHURZ Q RU DI} DIRQ DQG \WH HKIEDOKVH R W& RVUGHUQ) DEAQ)
DURBIR DQ$, ( \WIEV 2 [IIFHUL GHIQWMO D ARG SRQN

3RON  7KIVIVDQIP SRIQARH GHYHBSIQI KXP DQ DQG IQAMMRCDAFDSDRW \R EH HKIEDO
8 QYHWAAV * RYHUP HOADQG ( QMBUVH QHHG\R Z RINKDQG LKDUG SDUGHUKIS IV GV QQJ
FHMUEDIRQWDIQQ) SIRIWDP P H HI & HWIHG S, 3 IDPMRQHUS LIRHVWIRQDO

6 \BQEDBY GHHG \R EH GHYHBSHG DQG [P SDQMG \R GHP RQMDM FRP SDQHV DUH ERW FRP SHWQW
DQG HWLEDO 6 NGBIG UHVRXUFHV DUH UHTXIUHG R GHOYHUMDQG KDYIQ) DQ NIQG QLI MIO GDW DQG
WRKQRBJ\ 3 IR HVIRQ & DSDEIMN 1UDP HZ RUN DQG RUVN@IUDP HZ RUN IRUWH , QRWP DIRQ$ JH Z 1@

EH [P SRUBQN
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